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Abstract

A toolbox for the development and reduction of the dynamical models of nonequilibrium systems is presented. The main components of this
toolbox are: Legendre integrators, dynamical post-processing, and the thermodynamic projector. The thermodynamic projector is the tool to
transform almost any anzatz to a thermodynamically consistent model. The post-processing is the cheapest way to improve the solution obtained
by the Legendre integrators. Legendre integrators give the opportunity to solve linear equations instead of nonlinear ones for quasiequilibrium
(“maximum entropy”, MaxEnt) approximations. The essentially new element of this toolbox, the method of thermodynamic projector, is
demonstrated on application to the FENE-P model of polymer kinetic theory. The multi-peak model of polymer dynamics is developed.
© 2004 Elsevier B.V. All rights reserved.

Keywords:Nonequilibrium systems; Mathematical modeling; Entropy; Thermodynamic projector; Post-processing; Fokker–Planck equation

1. Introduction

There are many attempts to fill the gap between the mi-
croscopic and the macroscopic models, and to construct
closed macroscopic equations. Most of the closure assump-
tions have a relatively narrow domain of applicability, and
their usage has the following problems:

(1) Violation of basic physical (thermodynamics) laws.
(2) Absence of accuracy control procedures.
(3) Absence of a successive step-by-step procedure of the

refinement of a model.

The main object of investigation is the evolution equation

Ψ̇ = J(Ψ), (1)

whereJ is some operator andΨ is the distribution function
over the phase space.

The constructed methods are aimed at extracting the dy-
namics of the macroscopic variables from the microscopic
Eq. (1). The prototypes of these methods are the quasiequi-
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librium approximation, dual integrators and the thermody-
namic projector.

The quasiequilibrium closure for the set of macroscopic
variablesM(Ψ) is built with the help of the solution to the
variational problem (MaxEnt approximation)1:

1 From time to time it is discussed in the literature, who was the first
to introduce the quasiequilibrium approximations, and how to interpret
them. At least a part of the discussion is due to a different role that
quasiequilibrium plays in the entropy–conserving and dissipative dynam-
ics. The very first use of the entropy maximization dates back to the
classical work of Gibbs[1], but it was first claimed for a principle by
Jaynes[2]. Probably the first explicit and systematic use of quasiequilib-
ria to derive dissipation from entropy–conserving systems is due to the
works of Zubarev. Recent detailed exposition is given in[3]. For dissi-
pative systems, the use of the quasiequilibrium to reduce the description
can be traced to the works of Grad on the Boltzmann equation[4]. The
viewpoint of two of the present authors (ANG and IVK) was influenced
by the papers by L.I. Rozonoer and co-workers, in particular, Refs.[5–7].
A detailed exposition of the quasiequilibrium approximation for Markov
chains is given in the book[8] (Chapter 3,Quasiequilibrium and entropy
maximum, pp. 92–122), and for the BBGKY hierarchy in the paper[9].
We have applied the maximum entropy principle to the description of
the universal dependence of the 3-particle distribution functionF3 on the
2-particle distribution functionF2 in classical systems with pair interac-
tions [10]. A very general discussion of the maximum entropy principle
with applications to dissipative kinetics is given in the review[11].
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S(Ψ)→ max M(Ψ) = M, (2)

whereS(Ψ) is the entropy. The quasiequilibrium closure is
always thermodynamically consistent, but Problem 2 (the
absence of the accuracy control) remains unsolved, and
Problem 3 (the absence of refinement procedures) can be
solved by adding new macroscopic variables to variational
problem (2). But uncontrolled enlargement of the macro-
scopic variables set gives us no guarantee of the accuracy
improvement. There exists one more specific problem for
the quasiequilibrium approximation (2). Usually while solv-
ing variation problem (2) we can find explicit dependencies
Ψ(Λ) andM(Λ), whereΛ are the corresponding Lagrange
multipliers (dual variables), more or less easily. It is much
more difficult to find the dependenciesΛ(M) and Ψ(M)
that we need for the closure of the macroscopic equations.

The method of Legendre integrators consists of building
and solving the equations of motion for the dual variables.
The methods of the first order, based on this idea, were sug-
gested and tested in Refs.[12–14]. The method of the ther-
modynamic projector lets us represent every ansatz-manifold
as the solution to the variational problem (2) with spe-
cially chosen constraints. The thermodynamic projector is
the unique operator that transforms the arbitrary vector field
equipped with the given Lyapunov function into a vector
field with the same Lyapunov function. (This happens on
any manifold that is not tangent to the level of the Lyapunov
function.)

Equations that are derived by the method of the thermody-
namic projector are alwaysthermodynamically consistent.
Although this idea was published in the year 1992[16], the
full construction is published only recently in application to
chemical kinetics[17].

One of the problems, discussed in this paper, is to con-
struct the method of the thermodynamic projector for the
derivation of physically consistent macroscopic equations
for the polymer dynamics. In the process of building the
thermodynamic projector and the quasiequilibrium approx-
imation one involves the Lyapunov function for theEq. (1),
which is the entropyS. The equations for the polymer dy-
namics (Fokker–Planck Equation) allows us to use the huge
amount of different Lyapunov functions, and each of them
can be formally chosen to describe the macroscopic pro-
cesses. We need to analyze the different Lyapunov functions
for the Fokker–Planck Equation.

The problem of accuracy estimation of the resulting ap-
proximations and their further improvement, it is suggested
to solve with the procedures of post-processing. Suppose
that for the dynamical system (1), the approximate invari-
ant manifold has been constructed and the approximate slow
motion equationsΨM(t) have been derived:

dΨM
dt

= PΨM(J(ΨM)), (3)

wherePΨM is the corresponding projector onto the tangent
spaceTΨM of ΨM . Suppose that we have solved system (3)

and have obtainedΨM(t). Let us consider the following two
questions:

• How well does this solution approximate the true solution
Ψ(t) given the same initial conditions?

• How is it possible to use the solutionΨM(t) for it’s re-
finement without solving system (3) again?

These two questions are interconnected. The first question
states the problem of accuracy estimation. The second one
states the problem of post-processing. The corresponding
methods to answer these questions are developed and de-
scribed in this work.

2. Elimination of fast variables with the help of the
Lyapunov function

The most popular way to investigate the dynamics of com-
plicated systems is to split the motion into the slow and
the fast components, and then to exclude the fast compo-
nent. As a result, one gets a system of equations that de-
scribes the evolution of the slow variables. The necessary
conditions of usefulness of this method are usually formu-
lated as a set of restrictions for the possible dynamics of the
“fast subsystem”. Here the “fast subsystem” is the subsys-
tem which describes the evolution of the fast variables with
an assumption that slow variables are constant.

Unfortunately, there often appear situations where we can-
not avoid using this method, and there is no proof that it is
valid. These situations appear almost everywhere in physi-
cal kinetics. Here one follows the same scheme: the relax-
ation processes are split into slow and fast. In spite of the
fact that in most cases the proofs of validity of this scheme
are absent, the experience helps to avoid fatal errors.

In this section the method to obtain the equations of the
macrokinetics from the micro-description is demonstrated.
The basis of the analysis is the assumption that if the macro-
scopic variables are chosen in the proper way, then all other
variables relax fast: the probability distribution of the micro-
scopic variables after a small period of time is determined
with good accuracy by the macroscopic variables. Let us
call this assumption the “quasiequilibrium hypothesis”.

The notion “macroscopic variables” is somewhat relative
and is introduced to stress the difference of these variables
from “everything else”. For example, an one-particle distri-
bution function can be “macroscopic” for the full description
of the system.

The goal of this section is to describe the most primi-
tive procedure of derivation of the equations for the slow
variables and to discuss the form of these equations. In this
paper, the reduction of description goes on with the help
of the Lyapunov functions. This formalism is the case of
the known principle of the conditional maximum of entropy
with given values of the macroscopic variables.

Let us review the basic notions of the convex analysis,
which are used here. The subsetU of the vector spaceE is
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convex, if for every two pointsx1, x2 ∈ U it contains the
segment betweenx1 andx2: for everyλ ∈ [0,1]

λx1+ (1− λ)x2 ∈ U. (4)

The intersection of any number of the convex sets is convex.
The convex envelope of the subsetM of a vector spaceE
is the smallest convex set coM ⊂ E, that includesM. It is
the intersection of all the convex sets, that includeM.

If the setU ⊂ E is convex and

x1, . . . , xk ∈ U, λ1, . . . , λk ≥ 0,
∑
i

λi = 1,

then
∑
i λixi ∈ U. this leads to another definition of the

convex envelope:

coM =
{
k∑
i=1

λixi|x1, . . . , xk ∈ M,λ1, . . . , λk ≥ 0,
∑
i

λi

= 1, k <∞
}

(5)

If dim E = n, then inEq. (5)it is sufficient to takek ≤ n+1
(Caratheodory Theorem).

The functionf , defined on the convex setU ⊂ E, is
convex, if its epigraph, i.e. the set of pairs

Epif = {(x, g)|x ∈ U, g ≥ f(x)}, (6)

is the convex set inE × R. Sometimes it is convenient to
consider functions that can reach the valuef = ∞. If there
occurs a necessity to study the functionsf that are defined
on the non-convex setV ⊂ E, then it is supposed thatf is
convex, if the restriction off onto every convex subset of
V is convex. If the restriction off onto every line segment
from the region of definition is convex, thenf is convex.
The differentiable functionf of the classC2 is convex if and
only if the matrix of the second derivatives∂2f/∂xi∂xj is
nonnegative definite (i.e. all its eigenvalues are nonnegative).
The smooth convex functionf on the convex setU ⊂ Rn
satisfies the inequality

f(x1)− f(x2) ≥ (∇f |x2, x
1− x2)

=
∑
i

(∂f/∂xi)x=x2(x
1
i − x2

i ), (x
1, x2 ∈ U) (7)

Geometrically this means that the graph off is located above
the hyperplane, tangent at the pointx = x2.

The functionf is called strictly convex if in the domain
of definition there is no line segment on which it is constant
and finite (f(x) = const�= ∞). The sufficient condition for
the differentiable functionf of the C2 class to be strictly
convex is that the matrix of the second derivatives∂2f/∂xi∂xj
is positive defined.

In the set of the maximum points of the convex functionf
on the compact setU (U may be not convex) there are some
boundary points ofU, and if U is convex, then there are
some extreme points ofU. The set of the minimum points

of f on the convex setU is convex (but may be empty). The
strictly convex continuous function has its maximum only
in the boundary points ofU, and if U is convex, then in
the extreme points. The strictly convex function may have a
finite minimum only at one point. The functionf is called
concave if the function−f is convex. Every bounded convex
function on the open subset ofRn is continuous.

Let theC2-smooth functionH be defined in the domain
U ⊂ Rn. Let us relate the vectorµ = ∇xH : µi = ∂H/∂xi
to every pointx ∈ U. If the matrix∂µi/∂xj = ∂2H/∂xi∂xj is
non-degenerated, then for the transformx→ µ there locally
(in the neighborhood of every point) exists the differentiable
inverse transform. The variablesµ are often called conjugate
variables, and the transformx → µ is called “transition
to the conjugated coordinates”. Let the transformx → µ

be invertible on the open setV ⊂ U. This means that the
functionx(µ) is defined onV . Assuming the smoothness of
this function, we describe the inverse transformµ → x in
the same way as the direct. For this purpose we introduce a
function

G(µ) = (µ, x(µ))−H(x(µ)) =
∑
i

µixi(µ)−H(x(µ)),

∂G

∂µi
= xi +

∑
j

µj
∂xj

∂µi
−
∑
j

∂H

∂xj

∂xj

∂µi
= xi (8)

The functionG is called the Legendre transform ofH .
With the help of the conjugated coordinates it is possible

to write down the necessary conditions of the extremum for
problems with the linear constraints on the open set in a very
simple way:

H(x)→ min,
∑
j

mijxj = Mi, (i = 1, . . . , k), x ∈ U(9)

With the method of Lagrange multipliers we get the system
of equations that gives us the necessary conditions for the
solution to Problem (9):

µj =
∑
i

λimij , j = 1, . . . , n,

∑
j

mijxj = Mi, (i = 1, . . . , k), (10)

where theλi are the Lagrange multipliers. The necessary
conditions for the extremum are given by the system of
Eq. (10). One part of the system is linear in thex coordinates,
and the other part is linear in the conjugated coordinatesµ.

Let us have the Legendre transformG(µ) for the func-
tionH(x). Let the transformx→ µ have the smooth inverse
transform, and let the solution to Problem (9) be unique
for some open set of values of the vector(M1, . . . ,Mk) ∈
Rn. Also let the point of the minimumxmin, and, conse-
quently, the minimal value ofH be smoothly dependent on
M,Hmin = H(M). Let us denoteµMi = ∂H(M)/∂Mi,µM =
(µM1, . . . , µMk). Let us get some information about the
functionH(M) from the functionsH(x) andG(µ) without
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solving any equations. With the known value of the vector
µM we can immediately find the vectorµ at the correspond-
ing point of the conditional minimum,µj =

∑
i µMimij .

From this equality we get

x(µM) = (∇µG(µ))|µj=∑i µMimij . (11)

FromxµM we obtainM(µM) andH(M(µM)):

Mi(µM) =
∑
j

mijxj(µM), H(M(µM)) = H(x(µM)).

(12)

Finally, the Legendre transformG(µM) for the function
H(M) is:

G(µM) = (µM,M(µM))−H(M(µM)) = G(µ(µM)).
(13)

So, we can find dependenciesµ(µM), x(µM), M(µM),
H(µM) and G(µM) from the functionsH(x) and G(x)
without solving any equations. We hope that the similar
notations forH(x) and corresponding conditional minimum
function H(M), and for their Legendre transformsG(µ)
andG(µM) will not cause confusion. Let us note that with
our assumptions the reversibility of the transformM → µM
follows from the reversibility of the transformx→ µ, and
moreover, the functionM(µM) can be found explicitly.

The convexity of the functionH(x) usually makes our as-
sumptions (existence and uniqueness of the conditional min-
imum, global reversibility of the transformx→ µ, smooth-
ness of the functionH(M)) easier to check. Note, that the
convexity of the functionH(M) is neither a necessary nor
a sufficient condition for our assumptions. IfH(x) is con-
vex, then the function of the conditional minimumH(M) is
convex too.

Now we proceed to the problem of elimination of the fast
variables. Let us have the system of differential equations
with smooth right hand-sides.

ẋ = F(x), (14)

in the convex domainU ⊂ Rn, and moreover let the linear
transformx → M, Mi =

∑
j mijxj from the phase space

to the space of the slow variablesM be defined. We can
assume that we have no linearly dependent rows in the matrix
mij , because it is always possible to eliminate the linearly
dependent functionsMi(x), if they are present.

Let us assume that in the interesting domain of initial
conditionsx0 the solutionsx(t) of Eq. (14)are developing
in the following way: the vectorx(t) is going rapidly to the
value that is defined by the slow variablesM; after thatx
can be represented as a function ofM with good accuracy,
and this function is unique for every initial condition. So,

(A) for each value of the slow variablesM ∈ M(U) there
existx = x∗(M), such that ifM(x0) = M0, thenx(t) is

going very rapidly to some small neighborhood of the
x∗(M0), and during thatM(x(t)) is almost constant,

(B) in the process of the further evolution,x(t) stays in the
small neighborhood of the value ofx that corresponds
toM(x(t)), sox is close tox∗(M(x(t))).

It is usually impossible to give a strong proof for (A) and
(B) for situations of real complexity in nonequilibrium ther-
modynamics, so these assumptions are, probably, the weak-
est point of the entire construction. We are accepting them
because we are sure that the evolution of the macroscopic
variables can be described by the autonomous system of
differential equations of the first order. (If it is impossible,
then, probably, one should extend the list of macroscopic
variables with respect to the physical properties of the inves-
tigated process.) There is another way to deal with this prob-
lem: to equip the approximations by thepost-processing.
The post-processing helps us to correct the errors, if they
are not too big, and gives us a signal if they are too big.

If we know the functionx∗(M), then we can write

Ṁ = mF(x∗(M)), Ṁi =
∑
j

mijFj(x
∗(M)). (15)

In general, this equation can be used only for short periods
of time which do not exceed some limit. The right-hand-side
mF(x∗(M)) of Eq. (15)is not exactlymF(x(t)), and it may
cause an error increment; as a result the solution of the
Eq. (15) will divert from the true solution strongly. The
exclusion is the case when in accordance toEq. (15)M(t)
tends to the only stable fixed point whent → ∞. If the
solution ofEq. (15)and the real values ofM(x(t)) are not too
far from one another during the time in which the solution
of the Eq. (15) is approaching the small neighborhood of
the fixed point, thenEq. (15)can be used also fort→∞.

The function x∗(M) for the particular system is not
unique, but the range of choices is small in the sense that
the neighborhood ofx∗(M(x(t))) (in which the evolution
goes after the short period of time) is small.

Let us have the Lyapunov functionH(x) for the system
(14) that is decreasing along the trajectories. We can try to
find the dependencex∗(M) as the solution to the problem
H(x) → min, mx= M. This way seems to be natural, but
it does not follow directly from assumptions A and B. For
example, there could be a situation in whichH is very sen-
sitive to small changes of the slow variables, and not sensi-
tive to the changes of the fast variables. In this situation the
assumption thatx∗(M) is the point of conditional minimum
of the functionH , may not give the desired result. The fol-
lowing idea does not solve the problem, but it can be useful:
in applications, the system (14) usually depends on some
parameters. It seems to be more reasonable to use the Lya-
punov function that does not depend on these parameters,
if there exists such a function. It is most important in the
case when, among the parameters, we have such that their
values are determinate, whether or not is it possible to split
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the variables into fast and slow. So, the fast variables will
be eliminated with the help of the Lyapunov function.

Let us have the Lyapunov functionH for the initial sys-
tem. Let the transformx → µ = ∇xH have a smooth in-
verse, and let us know the Legendre transformG(µ) for
the functionH(x). Here it is also assumed that for every
M ∈ M(U) Problem (9) has a unique solution, and the
minimum pointx∗(M), and the function of the conditional
minimum H(M) smoothly depend onM. With the value
µM = ∇MH(M) it is possible to findµ(µM), x(µ(µM))
(seeEqs. (11) and (13)). The result is

Ṁ = mF(∇µG(µ))|µ=µMm, (16)

whereµMm is the product of the row vectorµM and the
matrixm:

(µMm)j =
∑
i

µMimij ,

∇µG is the vector with components∂G/∂µi, and all deriva-
tives are taken at the pointµ = µMm. The right-hand-sides
of Eq. (16)are defined as the functions ofµM . In order to
define them as functions ofM, one needs to make the Leg-
endre transform, find the functionH(M) and, respectively,
µM = ∇MH(M) from the functionG(µM) (13). It is impos-
sible to make these calculations explicitly in such a general
case. It seems to be very natural and convenient to define the
right-hand-sides of the kinetic equations as functions of the
conjugate variables. If in the beginning the right-hand-sides
of Eq. (14)are defined as functions ofµ (i.e. ẋ = J(µ)),
thenEq. (16)has a very simple form:

Ṁ = mJ(µMm). (17)

H(M) is the Lyapunov function forEq. (16). Its time deriva-
tive due to the system (16) is not positive:

Ḣ(M) = (µM,mJ(µMm)) = (µMm, J(µMm)) ≤ 0, (18)

because(µ, J(µ)) = Ḣ(x) ≤ 0.
Let us call the systems dissipative ifḢ ≤ 0 and conserva-

tive, if Ḣ = 0. For the dissipative system we haveḢ(M) ≤
0 (18), and if the system is conservative, then for all values
of µ we have(µ, J(µ)) = Ḣ(x) = 0. Then fromEq. (18)
we getḢ(M) = (µM,mJ(µMm)) = (µMm, J(µMm)) = 0.
So, we proved the following theorem.

Theorem2. The Lyapunov function for the microscopic sys-
tem(14) remains the Lyapunov function for the macroscopic
system(17), and if the microscopic system is conservative,
then its quasiequilibrium projection to the space of macro-
scopic variables remains conservative.

2 This is a rather old theorem. One of us had published this theorem
in 1984 already as textbook material ([8], Chapter 3 “Quasiequilibrium
and entropy maximum”, p. 37, see also the paper[14]), but from time to
time different particular cases of this theorem continue to be published
as new results.

If necessary, it is easy to perform further exclusion of the
variables inEq. (16)with the help of the functionH(M).
The right-hand-sides of the resulting equations will be de-
fined again as the functions of the conjugate variables, and
the function of the conditional minimum will be the Lya-
punov function again. Let us note that inEq. (17)we have
neitherH nor G in explicit form. (They occur only when
we need to find the connections betweenM andµM or x
andµ).

Convexity ofH was never used above, but the natural
domain of applicability of the described formalism is com-
posed of systems with convex Lyapunov functionsH(x), or
at least with suchH that the sets{x|H(x) < h} are convex.
Otherwise there exist such linear manifolds, that the local
minimum ofH is not unique on them, and further considera-
tions are required to select the relevant minima. The finite di-
mensionality of phase space is not so important, because ev-
erything said above can be applied to the infinite-dimension
case with proper restrictions. LetE be the Banach space,
U ⊂ E be the convex open set,H : U → R beC2-smooth
function. With every pointx ∈ U we associate the linear
functionalµx ∈ E∗: µx = ∇xH , which is the differential
of H at the pointx. Let V be the set of values ofµx for
x ∈ U and let us have the smooth mappingJ from E∗ to E
in the neighborhood ofV . The system(U,H, J) determines
the system of equations

ẋ = J(µx) (19)

Let L be the closed subset ofE and for everyM ∈ U/L
let the problemH(x) → min, x/L = M,x ∈ U have the
unique solutionxmin, which isC2-smooth dependent onM,
H(M) = H(xmin). DenotingµM = ∇MH(M) ∈ (E/L)∗ ∈
E∗ we can define the factor-system, which is the exact ana-
logue ofEq. (16):

Ṁ = J(µM)/L (20)

Here the argumentJ is the linear functional onµM : µMx =
µM(x/L).

The described procedure of the elimination of variables
has one very important commutativity property: if one makes
a further simplification and transacts to the variablesN =
N(M), then after the application of the described formalism
to the system (20) with the functionH(M), one gets the same
result as after the application of this formalism directly to
the reduction fromx to N(x) = N(M(x)). So, the chain of
exclusionsx → M → N gives us the same result as the
direct exclusionx→ N.

The Legendre transformation and maximization of ther-
modynamic Lyapunov functions (thermodynamic potentials)
were recently placed by Grmela[15] at the physical basis of
the nonequilibrium as well as of the equilibrium thermody-
namic. Contact Hamiltonians give an elegant representation
of the dynamics on Legendre manifolds[15].
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3. The main problems in usage of the quasiequilibrium
approximations

Our problem is to build the closed system

Ṁ = J(M),
from the initial system (1) and its Lyapunov function. If we
know the functionx∗(M) then it is sufficient to calculate
m(F(x∗(M))). This problem is the problem of calculation
of the projection of the microscopic vector fieldF on the
macroscopic variablesM at known pointx∗(M). Let us call
this problem the problem of macroscopic projection. If the
right-hand-parts are expressed throughµ then we have the
problem of macroscopic projection too.

Another problem is to findµM . Usually it is necessary to
solve the system of non-linear equations (if the functionH is
not quadratic) to solve this problem. Indeed, let us consider
the conditions for the conditional extremum ofH with given
values of the momentsM. From the functionsH(x), G(µ)
we getµ(µM), x(µM),M(µM),H(M(µM)). But in this list
we have no functionµM(M). We can find this function as
the solution of the equation

M(µMm) = M (21)

Let us give a few examples.
One-particle approximation: Let x be theN-particle dis-

tribution function,fN(ξ1, . . . , ξN), whereξi is vector of co-
ordinates and momenta of theith particle, and let the evo-
lution of this function be described by the linear equation

∂fN

∂t
= LfN. (22)

Furthermore, letM be the one-particle distribution function

f1(ξ) = N
∫
fN(ξ, ξ2, . . . , ξN)dξ2, . . . ,dξN, (23)

andH be the entropy (we use theH-function which is equal
to negative entropy)

H(fN) =
∫
fN( ln fN − 1)dNξ (24)

For givenfN , H , f1, we getµ = ln fN , fN = expµ,

G(µ) =
∫

expµ(ξ1, . . . , ξN)d
Nξ, (25)

m(fN) =
∫ ∑N

i=1 δ(ξ − ξi)fN(ξ1, . . . , ξN)dNξ; the ex-
tremum conditions (10) are of the form

µ(ξ1, . . . , ξN) =
∫

dξµ1(ξ)

N∑
i=1

δ(ξ − ξi) =
∑
i

µ1(ξi),

fN = exp
∑
i

µ1(ξi) (26)

The normalization condition here is
∫
fN dNξ = 1, that is∫

expµ1(ξ)dξ = 1 (27)

Connection between the macroscopic variablesf1 (that is
M) and the quasiequilibrium values of the microscopic vari-
ablesf ∗N (that is,x∗M) is given by the well-known formula:

fN(ξ1, . . . , ξN) = 1

NN
f1(ξ1), . . . , f1(ξN) (28)

Projection of the microscopic vector field(22) can be found
by direct integration.

Two-particle distribution function as the macroscopic
variable: The one-particle distribution functionf1(ξ) is
often not sufficient because, for example, the energy of
interaction of pairs of particles cannot be found from this
function. A much more detailed description is given by the
two-particle distribution function,

f2(ξ1, ξ2) = N(N − 1)
∫
fN(ξ1, . . . , ξN)dξ3, . . . ,dξN

(29)

We can easily find the expression

µ(ξ1, . . . , ξN) =
∑
i,j,i�=j

µ2(ξi, ξj),

fN(ξ1, . . . , ξN) = expµ = exp
∑
i,j,i�=j

µ2(ξi, ξj),

but it is difficult to find the connection betweenµ2 andf2
explicitly. Only a series expansion in the neighborhood of
the uncorrelated state is known[10]. The problem with the
macroscopic projection becomes hard too: the necessary in-
tegrals in the general case are impossible to find analyti-
cally. For two-particle distribution functions as well as for
the majority of the most interesting variables the transform
M ↔ µM is very complicated in the forward direction and
not very simple (as simple as the derivation off2 from fN )
in the opposite direction. So, we need to avoid the necessity
of calculatingµM(M) (and, if possible, to make less calcu-
lations to findM(µM)).

The first of these two problems (avoiding calculation of
µM(M)) is solved by the method of Legendre integrators
which is developed in Ref.[12].

4. Legendre integrators

The main idea of Legendre integrators is to find some
alternate way to solve the macroscopic equationsṀ = J(x):
a way to find their solution in the absence of the explicit
form of these equations. First of all, note, that we have a
linear connection betweeṅM andµ̇M :

dM

dt
= (m(D2

xS(x))
−1mT)

dµM
dt
; (30)

Ṁ = d

dt
(mx(µMm)) = m(Dµx)mTµ̇;

Dµx = (Dxµ)−1 = (D2
xS(x))

−1 (31)
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Calculation of the functionsm(F(x)) is the standard prob-
lem of the macroscopic projection. Dependenciesx(µM)
are usually quite simple. We suggest the following chain of
computations to solve the (unknown) equationsṀ = Φ(M):

µM(t)→ x = x(µM)→ Ṁ → µ̇M

→µM(t +)t)→ M(t +)t) (32)

In the sequence(32) there is one operation of macroscopic
projection and one operation of solving the system of linear
Eq. (30).

Formally, it is possible to write down the equations for
µM :

dµM
dt

= (m(D2
xS(x))

−1mT)−1mF(x), (33)

wherex = x∗M .
Nevertheless, explicit inversion of the operator in the

right-hand-part ofEq. (33)is usually difficult and one should
use the chain of computations(32). In our first calculations
using Legendre integrators[12,13]the methods of first-order
of accuracy were used. This is not the principal restriction:
the scheme (32) gives us a possibility to calculateµ̇M for
any givenµM , so all known methods of higher-order can be
used (for example, the Runge–Kutta method with different
procedures of automatic step selection[25–27]).

5. Lyapunov functions for the Fokker–Planck equation

The Fokker–Planck equation (FPE) in the absence of the
driving forces has the form

∂Ψ(q, t)

∂t
= ∇q{D(Ψ(q, t)∇qU(q)+ ∇qΨ(q, t))}, (34)

where Ψ is the probability density over the configura-
tion space,q is a point in this space,Ψ(q) is the function
of time t, U(q) is the normalized potential energy (U =
Upotential/kT), D(q) is the positively semidefinite diffusion
operator ((y,Dy) ≥ 0).

The FPE has two important properties:

(1) Conservation of the total probability:

d

dt

∫
Ψ(q, t)dq ≡ 0 (35)

(2) Dissipation: for every convex function of one variable
h(a) (h′′(a) > 0, a ≥ 0) the following functionalS[Ψ ]
is monotonically non-increasing in time:

S[Ψ ] = −
∫
Ψ∗(q)h

(
Ψ(q)

Ψ∗(q)

)
dq, (36)

where

Ψ∗(q) = const· exp(−U(q)), (37)

is the Boltzmann–Gibbs distribution.

For h(a) = a ln a, the functionalS[Ψ ] is the usual
Boltzmann–Gibbs–Shannon entropy:

S[Ψ ] = −
∫
Ψ∗(q) ln

(
Ψ(q)

Ψ∗(q)

)
dq (38)

Let us calculate the time derivative ofS[Ψ ] due to FPE (34).
Note, that

∇q
(
Ψ(q)

Ψ∗(q)

)
= ∇qΨ(q)+ Ψ(q)∇qU

Ψ∗(q)
,

so we can rewrite FPE as follows:

∂Ψ(q, t)

∂t
= ∇qD

(
Ψ∗(q)∇q

(
Ψ(q)

Ψ∗(q)

))

Let us consider FPE in the domainΩ. Function dS/dt con-
sists of two summands: the first is the integral of the lo-
cal “production ofS”,

∫
σ(q)dq, and the second is the flow

through the boundary of the domainΩ:

dS(Ψ)

dt
=−

∫
Ω

h′
(
Ψ

Ψ∗

)
∇q
(
DΨ∗

(
∇q
(
Ψ

Ψ∗

)))
dq

=−
∫
Ω

div

[
h′
(
Ψ

Ψ∗

)
DΨ∗∇q

(
Ψ

Ψ∗

)]
dq

+
∫
Ω

Ψ∗h′′
(
Ψ

Ψ∗

)(
∇q
(
Ψ

Ψ∗

)
,D∇q

(
Ψ

Ψ∗

))
dq

=
∫
∂Ω

Ψ∗h′
(
Ψ

Ψ∗

)(
νq,D∇q

(
Ψ

Ψ∗

))
dw

+
∫
Ω

σ(q)dq,

wheredw is the differential of the area,νq is a vector of the
unitary normal to∂Ω in the pointq, σ(q) is the entropyS
production:

σ(q) = Ψ∗h′′
(
Ψ

Ψ∗

)(
Ψ

Ψ∗
,D∇q

(
Ψ

Ψ∗

))
≥ 0 (39)

Let the flow ofΨ through the boundary∂Ω be equal to zero:(
νq,D∇q

(
Ψ

Ψ∗

))
= 0,

at all points of∂Ω. Then

dS

dt
=
∫
Ω

σ(q)dq ≥ 0

The most important cases ofS selection are:h(a) = a ln a,
S is the Boltzmann–Shannon–Gibbs entropy;h(a) =
βa ln a − (1− β) ln a,0 ≤ β ≤ 1 is the maximal family
of additive trace-formentropies[18–20] (these entropies
are additive for composition of independent subsystems);
h(a) = (1− aβ)/(1− β), β �= 1 is the Tsallis entropy[21].
These entropies are not additive, but become additive af-
ter nonlinear monotonic transformation. This property can
serve as a definition of the Tsallis entropies in the class of
generalized entropies (36)[20].
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6. Macroscopic variables and quasiequilibrium
distribution functions for the FPE

The set of the macroscopic variables can be continuous
or discrete. Letα be the discrete or continuous parameter
that enumerates the macroscopic variables, andMα be the
corresponding variables. Every macroscopic valueMα is
defined by its microscopic densitymα(q) :

Mα =
∫
Ω

mα(q)Ψ(q)dq (40)

The choice of the domainΩ, in which we are solving the
FPE, needs to be discussed separately. We can suppose for-
mally, thatΩ = Rn, but for the calculations it is better to
make it as small as possible for the preservation of accu-
racy. Usually, when‖q‖ → ∞ the functionΨ(q) tends to
zero faster than exponentially, and we can a priori select
the bounded domainΩ, out of whichΨ is negligibly small.
We shall do the calculations for the general form ofS (see
Eq. (36)) and give the examples for the most popular choice
(38) of S.

The quasiequilibrium functionMα for the given Lyapunov
functionS (36) is defined as the solution to the problem

S(Ψ)→ max,
∫
mα(q)Ψ(q)dq = Mα (41)

Due to the convexity ofh (and, consequently, concavity of
S), it is sufficient to investigate the conditions of the local
extremum:

DΨS =
∑
α

mα(q)µα, (42)

whereµα are variables that are dual toMα (µM). For a
continuous parameter the sum inEq. (42) is replaced by
integration onα.

Next, we use the standard Riesz representation of func-
tionals (through theL2 scalar product). Let us write

DΨS(Ψ) = −h′
(
Ψ

Ψ∗

)
; h′

(
Ψ

Ψ∗

)
= −

∑
α

mα(q)µα

For the quasiequilibrium distribution we have

Ψ = Ψ∗g
(
−
∑
α

mα(q)µα

)
, (43)

whereg(a) is a function of one variable, inverse toh′(b).
Note thath′(b) is a monotonically increasing function (be-
causeh is convex), sog(a) is a monotonically increasing
function too, andg′(a) = (h′′(g(a)))−1. Let us denote the
quasiequilibrium distribution function (43) asΨqe({µα}, q).

For the BGS entropyh(b) = b( ln b − 1), h′(b) = ln b,
g(a) = expa, and Eq. (43) transforms into the following
equation:

Ψqe(µα, q) = Ψ∗ exp

(
−
∑
α

mα(q)µα

)
(44)

For the next steps it is convenient to consider the temperature
dependence explicitly (i.e. writeβU instead ofU in FPE,
β = 1/kT), then we haveΨ∗ = const· exp(−βU).

For the classical BGS entropy(38) the quasiequilibrium
distribution will take the simplest form

Ψqe({µα}, q) = exp

(
−µ0− µUU −

∑
α

mα(q)µα

)
, (45)

whereµU = β = 1/kT, µ0 is a variable, conjugated to
M0 =

∫
Ω
Ψ dq ≡ 1. The function (45) is a solution to the

problem

−
∫
Ω

Ψ ln Ψ dq→ max,M0(Ψ) =
∫
Ω

Ψ(q)dq

= 1,MU(Ψ) =
∫
Ω

U(q)Ψ(q)dq = MU,Mα(Ψ)

=
∫
Ω

mα(q)Ψ(q)dq = Mα (46)

In Eq. (46)we move from the relative (so-called Kullback)
entropy to the absolute entropy.

Selection of the macroscopic variables is the most critical
point in construction of quasiequilibrium approximations.
It is always necessary to select them based on the specific
problem. Nevertheless, there are some simple general rec-
ommendations about construction of the set of variables for
the Legendre integrators.

(1) It is necessary to includeM0 in the list of variables,
becauseµ0 is not constant in time.

(2) It is useful to includeMU in the list of variables. With
this variable in the process of the relaxation, all other
µα→ 0 andµU → 1/kT.

(3) It is better for the set of functionsmα(q) to be linearly
independent.

For the classical entropy we have

Ψqe(µ, q, t)

= exp

(
−µ0(t)− µU(t)U(q)−

∑
α

mα(q)µα(t)

)
(47)

Due toEq. (47)we have

∂Ψ

∂t
= −Ψ

[
dµ0

dt
+ U(q)dMU

dt
+
∑
α

mα(q)
dµα
dt

]
(48)

The FPE gives us

∂Ψ

∂t
=∇D

(
Ψ∗∇ Ψ

Ψ∗

)
= −Ψ

[
(µU − β)(∇,D∇)U(q)

+
∑
α

µα(∇,D∇)mα(q)

−
∑
α

(2µUµα − βµα)(∇U(q),D∇mα(q))

−
∑
α,α′
µαµα′(∇mα(q),D∇mα′(q))


 (49)
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To calculate dM/dt({µ}) one has to calculate the following
integrals:

dMU
dt

=
∫
Ω

U(q)
∂Ψ(q)

∂t
dq; dMα

dt

∫
Ω

mα(q)
∂Ψ(q)

∂t
dq,

where∂Ψ/∂t is calculated withEq. (49), dM0/dt = 0.
FromEq. (48)we get the conditions for derivation ofµ̇

−dµ0

dt
−MU dµU

dt
−
∑
α

Mα
dµα
dt

= Ṁ0 = 0;

−MU dµ0

dt
− 〈U2〉Ψ dµU

dt
−
∑
α

〈Umα〉Ψ = ṀU;

−Mα dµ0

dt
− 〈Umα〉Ψ dµU

dt
−
∑
γ

〈mγmα〉Ψ dµγ
dt

= Ṁα,

(50)

where by 〈f(q)g(q)〉Ψ we denote the averaging〈fg〉Ψ =∫
Ω
f(q)g(q)Ψ(q)dq. We get the closed system for derivation

of the dynamics ofµ. But the question about the choice of
the macroscopic variables still remains open.

In the problem of quasiequilibrium we find the projec-
tions ofΨ to the given set of the functions (linear space);
afterwards we calculateΨ due to the maximum entropy con-
dition. It seems to be physically sensible to choose the ad-
ditional variables toM0,MU as the projections ofΨ onto
some equilibrium states:

Mα(Ψ) =
∫
Ω

e−αU(q)Ψ(q)dq (51)

There are two classical choices of macroscopic variables:

(1) α = R+ (Laplace transform of the energy distribution
density).

(2) α = ik, k ∈ R (Fourier transform of the energy distri-
bution density).

The variableMU is the average energy in the potential well
U(q). In analogy to this, the variableMα(Ψ) (51) for the real
α > 0 can be considered as the energy in the potential well
e−αU(q). This potential is gained by the monotonic nonlinear
deformation of the energy scaleU → e−αU(q). For imagi-
naryα this nonlinear deformation is given by the periodical
functionsU → cos(kU)+ i sin(kU).

A benefit of usingEq. (51) is also in that〈mαmα′ 〉 =
Mα+α′ , and we have to perform less calculations in
(50). This set of the deformed energies can be used for
both the initial potentialU and the set of additional
potentials.

Is this set of macroscopic variables sufficient for the de-
scription of nonequilibrium kinetics of polymers in the pres-
ence of flow? Probability densities for all the quasiequilib-
rium distributions that can be constructed with these macro-
scopic variables have the formΨ(q) = ϕ(U(q)), whereϕ(U)
is a function of one variable. Is this class of distributions
sufficient for the specific problem? This question can be an-
swered only after specification of the problem. But what is

it possible to do, if the closure with these variables gives too
large of an error (the estimation of accuracy is discussed be-
low)? There are at least two ways: to extend the list of vari-
ables or to improve the quasiequilibrium manifold[14,34].
(Application of the methods of invariant manifolds to im-
proving the quasiequlibrium closure for dynamics of dilute
polymeric solution is presented in[35].) The extension of
the list of variables is the central method of extended irre-
versible thermodynamics[36]. It is possible to combine the
potential energyU(q), the vector of the configuration space
q, and the gradient ofU(q), ∇U(q) = −F(q), (F(q) is the
force) to obtain a huge amount of densitiesm(q), which can
be scalars, vectors, or tensors. The corresponding “macro-
scopic variables” are

∫
Ω
m(q)Ψ(q)dq.

The best hint for a choice of new macroscopic variables
is the analysis of the right-hand-side of the dynamic equa-
tions[37]. The well-known distinguished macroscopic vari-
able associated with the polymeric kinetic equations is the
polymeric stress tensor[33,40]. This variable is not the con-
served quantity but nevertheless it should be treated as a
relevant slow variable because it actually contributes to the
macroscopic (hydrodynamic) equations. Equations for the
stress tensor are known as “constitutive equations”, and the
problem of reduced description for the polymeric models
consists in deriving such equations from the kinetic equa-
tion.

The tensor

τp ij = kBT
(
δij −

∫
Ω

FiqjΨ(q)dq

)
(52)

gives a contribution to stresses caused by the presence of
polymer molecules for unit density. HereF(q) = −∇U(q)
is the force vector,δij is the Kronecker symbol. For spher-
ically symmetric potentials (U(q) = u(q2)) this tensor
is symmetric. The tensor of densitiesmij (q) = Fi(q)qj
is the first addition to the densities that depend only
of U(q).

For the Boltzmann equation the thorough study of differ-
ent types of the macroscopic description based on the anal-
ysis of the right-hand-part of the equation was provided in
Refs.[38,39]. The first type involves only moments of dis-
tribution functions. It is the strategy used in the extended
irreversible thermodynamics[36]. The second type of de-
scription involves only collision moments[38,39]. Finally,
the third type involves both the moments and the collision
moments (the mixed description). The second and the mixed
hydrodynamics are sensitive to the choice of the collision
model. It is shown, in particular, that the complete account
of scattering processes leads to a renormalization of trans-
port coefficients. Explicit method of constructing of approx-
imations is developed for strongly nonequilibrium problems.
This method enables one to treat any complicated nonlinear
functionals that fit into the physics of a problem (such as, for
example, rates of processes) as new independent variables.
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7. Macroscopic variables and boundary conditions

There is a standard technique to solve boundary value and
initial-boundary value problems of mathematical physics:
first, build the space of the functions that satisfy the boundary
conditions, and then find the solution in this space. When
one uses the Legendre integrators, a special technique is
needed to satisfy the boundary conditions.

The FPE describes the evolution of the probability distri-
bution. It conserves the total probability. The natural bound-
ary conditions for the FPE is the absence of flow through
the boundary ofΩ:

Ψqe
(
νq,D∇q

(
Ψ

Ψq

))
= 0, (53)

on ∂Ω, whereνq is a vector of outlet normal to∂Ω in the
point q. Quasiequilibrium distribution functions(47) satisfy
the condition(53), if

(νq,D∇qU(q)) = 0, (νq,D∇qmα(q)) = 0, (54)

for all α.
There is also a different way to satisfy conditions(53): to

makeΨ∗|∂Ω = 0. It is possible to do so by makingU(q)→
∞while q→ q0 ∈ ∂Ω. But this choice leads to singularities
and is very inconvenient from the numerical point of view.

Conditions (54) look somewhat surprisingly, if considered
outside of the context of quasiequilibrium approximations:
for quasiequilibrium solutions the absence of flow through
the barrier follows not from the infinite heights of the barrier,
but from the fact, that the normal derivatives ofU andmα
are zeros.

To satisfy the condition(54)it may be necessary to deform
the initial potentialU and densitiesm(q). This deformation
will be smoothing ofU near∂Ω. The error introduced by this
deformation is usually not very big (because of the smallness
of Ψ∗ near∂Ω) and can be estimated easily.

So, the quasiequilibrium approximation and the Legendre
integrators of any order of accuracy are built, and the way
to satisfy the boundary conditions is suggested. Numerical
experiments[12,13] have proven the effectiveness of this
idea. The main computational challenge in this method is to
calculate integrals of the form∫
Ω

(∑
λkϕk(q)

)
exp

(∑
γiΨi(q)

)
dq (55)

whereϕk(q), Ψi(q) are known functions. (Usually they are
given analytically.) For problems of polymer physics the
complexity of the problem(55) is dependent on two char-
acteristics:

(1) The number of the different functionsϕk(q), Ψi(q) is
usually 5–10.

(2) The dimension of the space in which the integration is
performed is usually 10–100.

8. Thermodynamic projector and Galerkin
approximations

Almost every manifold of functions can be represented
as the solution to the quasiequilibrium problem(41), if this
manifold is not tangent to the level surface of the entropy
S = const[16]. For this representation only the right system
of restrictions is needed. By simple parameterization with
the momentsM(Ψ) it is possible to get only the classical
quasiequilibrium manifolds(41). The restrictions that are
necessary to represent manifoldΩ as the quasiequilibrium
manifold are built as follows. Letf ∈ Ω, andTf be the
tangent space toΩ in the point f . On the space of the
distribution functionsE we define the projectorPf : E→
Tf . OperatorPf depends smoothly on the pointf and on
Tf . The problem of quasiequilibrium is posed as follows:

S(Ψ)→ max, Pf (Ψ − f) = 0. (56)

The necessary and sufficient condition forf to be the unique
solution to the problem(56)is [16]:

kerPf ⊆ kerDΨS|f , (57)

that is, ifPf (ϕ) = 0, thenDΨS|f (ϕ) = 0. For the classical
entropy

DΨS|f (ϕ) = −
∫
ϕ(q) ln f(q)dq (58)

and the condition(57) takes the form:

if Pf (ϕ) = 0, then
∫
ϕ ln f dq = 0. (59)

Among all projectors that satisfy the condition(57) there is
unique projector, which has the following property. Let us
have the appropriate equation

Ψ̇ = J(Ψ),
for which dS[Ψ ]/dt ≥ 0. Then for the projected equation
onΩ

ḟ = Pf (J(f)), (60)

we also have dS[f ]/dt ≥ 0. This projector was introduced
in the paper[17], and there its uniqueness was also demon-
strated. It is built as follows.

Let us require that the field of projectors,P(Ψ, T), is de-
fined for anyΨ andT , if

T �⊂ kerDΨS. (61)

From these conditions it follows immediately that at equilib-
rium, P(Ψ∗, T) is the orthogonal projector ontoT (orthog-
onality with respect to entropic scalar product〈|〉Ψ∗ ).

The field of projectors is constructed in the neighborhood
of equilibrium based on the requirement of maximal smooth-
ness ofP as a function ofgΨ = DΨS andΨ . It turns out that
to the first order in the deviationsΨ −Ψ∗ andgΨ −gΨ∗ , the
projector is defined uniquely. Let us first describe the con-
struction of the projector, and next discuss its uniqueness.
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Let the subspaceT ⊂ E, the pointΨ , and the differential
of the entropy at this point,gΨ = DΨS, be defined such that
the transversality condition(61) is satisfied. Let us define
T0 = T

⋂
kergΨ . By the condition(61), T0 �= T . Let us

denoteeg = eg(T) ∈ T as the vector inT , such thateg is
orthogonal toT0, and is normalized by the conditiong(eg) =
1. Vector eg is defined unambiguously. ProjectorPS,Ψ =
P(Ψ, T) is defined as follows: for anyz ∈ E,

PS,Ψ (f) = P0(z)+ eggΨ (f), (62)

whereP0 is the orthogonal projector onT0 (orthogonal-
ity with respect to the entropic scalar product〈|〉Ψ ). En-
tropic projector(62) depends on the pointΨ through the
Ψ -dependence of the scalar product〈|〉Ψ , and also through
the differential ofS in Ψ , the functionalgΨ .

Obviously,P(f) = 0 impliesg(f) = 0, that is, the ther-
modynamic requirement is satisfied. Uniqueness of the ther-
modynamic projector(62) is supported by the requirement
of the maximal smoothness[17] of the projector as a func-
tion of gΨ and 〈|〉Ψ , and is done in two steps, which we
sketch here:

(1) Considering the expansion of entropy at equilibrium
up to quadratic terms, one shows that at equilibrium
the thermodynamic projector is the orthogonal projector
with respect to the scalar product〈|〉Ψ∗ .

(2) For a giveng, one considers auxiliary dissipative dy-
namic systems that satisfy the condition: for everyΨ ′ ∈
U, it holdsgΨ (J(Ψ ′)) = 0; that is,gΨ defines an addi-
tional linear conservation law for the auxiliary systems.
For the auxiliary systems, the pointΨ is the equilib-
rium. Eliminating the linear conservation lawgΨ , and
using the result of the previous point, we end up with
the formula(62).

The thermodynamic projector allows us to use almost ar-
bitrary manifold as a quasiequilibrium closure assumption.
If the projection of FPE(60)is built with the thermodynamic
projector, then dS/dt for initial system and for projected sys-
tem coincide (not only the sign, but also the value). The only
restriction is that the manifold must not be tangent to the
level surfaces ofS (and must contain the equilibrium point).

Let us write down explicit formulas for the closure as-
sumption of the form

f(q) = Ψ∗(q)+
∑
α

fα(q)µα. (63)

Due to probability conservation for allα we have∫
fα(q)dq = 0. Tangent spaces to the manifold(63) at all

points coincide and have the formT = {∑α µαfα(q)}. The
natural coordinates inT areµα. For everyf(q) of the form
(63) there is the entropic scalar product, defined inT :

〈ϕ|Ψ 〉f = −〈ϕ|(D2S|f )Ψ 〉 =
∫
ϕ(q)Ψ(q)

f(q)
dq.

In the coordinatesµα this scalar product has the form

〈
∑
α

fα(q)µα|
∑
β

fβ(q)µ
′
β〉f =

∑
α,β

gα,βµαµ
′
β,

where

gα,β =
∫
fα(q)fβ(q)

f(q)
dq.

We will need the orthonormalized basis of the subspace
T
⋂

ker(DS|f ). This subspace is defined by the equation∫ ∑
α

fα(q)µα ln
f(q)

Ψ∗(q)
dq = 0.

Let be
∫
f1(q) ln

f(q)
Ψ∗(q) dq �= 0 for the definiteness. Suppose

for α > 1,

qα = fα − ναf1,whereνα

=
∫
fα(q) ln((f(q)/Ψ∗(q)))dq∫
f1(q) ln((f(q))/(Ψ∗(q)))dq

(64)

Let us orthogonalize the family of vectorsqα (α > 1) with
respect to the scalar product〈·|·〉f . We will get the orthog-
onal basis inT

⋂
ker(DS|f ): {eα}(α > 1).

Lete1 ∈ T be the vector, orthogonal to alleα (for example,
e1 = a(f1−

∑
α>1 eα〈f1|eα〉f )) and lete1 be normalized in

the following way:
∫
e1(q) ln(f1(q))/(Ψ

∗(q))dq = 1. The
projection of the vectorJ on T is defined as:

P th
f J = e1

∫
J(q) ln

f1(q)

Ψ∗(q)
dq+

∑
α>1

eα

∫
J(q)eα(q)

f(q)
dq.

(65)

Projector(65) allows us to consider every manifold of the
form (63) that is not tangent to the level surface of the
entropyS, as the quasiequilibrium manifold. If the vector
field is projected with the operator(65), then the dissipation
is conserved.

As we can see, there is a “difficulty conservation”: the
solution to quasiequilibrium problem with the moment pa-
rameterization of the manifold is not explicit, and it can be
difficult to calculate it. The thermodynamic projector com-
pletely eliminates this difficulty. From the other side, on the
quasiequilibrium manifold with the moment parameteriza-
tion (if it is found) it is easy to find the dynamics: simply
write Ṁα =

∫
µαJ dq. The building of the thermodynamic

projector may require some efforts.
Finally, for each of the distributionsΨ it is easy to find its

projection on the classical quasiequilibrium manifoldΨ →
Ψ

qe
M(Ψ): it requires just calculation of the momentsM(Ψ). The

analogue projection for the general thermodynamic projector
is rather difficult:Ψ → f with the conditionP th

f (Ψ − f) =
0. This equation defines the projection of some neighbor-
hood of the manifoldΩ onΩ, but the solution of this equa-
tion is rather difficult. Fortunately, we need to build such
operators only to analyze the fast processes of the initial re-
laxation layer, and it is not necessary to investigate the slow
dynamics.
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9. A few words about the specifics of the computational
difficulties

From the computational point of view, the main difficul-
ties in realization of the described methods are in the calcu-
lation of integrals of the form∫
Ω

∑
aifi(q)F(

∑
bjfj(q))dq,

where fi are given functions of the vectorq, ai, bi are
numbers,F is a function of one variable. The usualF are
F(z) = ez;F(z) = 1/z. The usual dimension ofΩ in poly-
mer physics is a few hundreds; the number of differentfi is
a few dozens. In any case, the transition from the integra-
tion of the whole FPE to solution of the moment equations
gives a considerable decrease of the computation time.

In the methods of Legendre integrators and the thermo-
dynamic projector the computational problems of linear al-
gebra are present: the solution of the system of linear equa-
tionsCµ̇ = Ṁ (31), the problem of the orthogonalisation
of vectors inTf (64) and so on. All these problems have
the data that depend smoothly on the current state ofΨ ,
and, consequently, on the timet. So, it is possible to solve
these problems with the help of perturbation theory and the
methods of parametric continuation. These methods of com-
putational linear algebra are widely used and their details
are well-known. Therefore we are not discussing it here
([22,23]).

10. Accuracy estimation and post-processing

Suppose that for the dynamical system (1) the approxi-
mate invariant manifold has been constructed and the slow
motion equations have been derived:

dxsl

dt
= Pxsl(J(xsl)), xsl ∈ M, (66)

wherePxsl is the corresponding projector onto the tangent
spaceTxsl of M. Suppose that we have solved the system
(66) and have obtainedxsl(t). Let us consider the following
two questions:

• How well does this solution approximate the real solution
x(t) given the same initial conditions?

• How is it possible to use the solutionxsl(t) for its refine-
ment without solving the system(3) again?

These two questions are interconnected. The first question
states the problem of theaccuracy estimation. The second
one states the problem ofpost-processing.

The simplest (“naive”) estimation is given by the “invari-
ance defect”:

∆xsl = (1− Pxsl)J(xsl), (67)

compared withJ(xsl). For example, this estimation is given
by ε = ‖∆xsl‖/‖J(xsl)‖ using some appropriate norm.

Probably, the most comprehensive answer to this question
can be given by solving the following equation:

d(δx)

dt
= ∆xsl(t) +DxJ(x)|xsl(t)δx. (68)

This linear equation describes the dynamics of the devia-
tion δx(t) = x(t) − xsl(t) using the linear approximation.
The solution with zero initial conditionsδx(0) = 0 allows
estimating the robustness ofxsl as well as the error value.
Substitutingxsl(t) for xsl(t)+ δx(t) gives the required solu-
tion refinement. Thisdynamical post-processing[24] allows
one to refine the solution substantially and to estimate its
accuracy and robustness. However, the price for this is solv-
ing Eq. (68)with variable coefficients. Thus, this dynamical
post-processing can be followed by a whole hierarchy of
simplifications, both dynamical and static. Let us mention
some of them, starting from the dynamical ones.

(1) Freezing the coefficients: In Eq. (68) the linear opera-
tor DxJ(x)|xsl(t) is replaced by its value at some distin-
guished pointx∗ (for example, at equilibrium) or it is
frozen somehow else. As a result, one gets the equation
with constant coefficients and the explicit integration
formula:

δx(t) =
∫ t

0
exp(D∗(t − τ))∆xsl(τ) dτ, (69)

whereD∗ is the “frozen” operator andδx(0) = 0.
Another important way of freezing is substituting(68)

for somemodel equation, i.e. substitutingDxJ(x) for
−1/τ∗, whereτ∗ is the relaxation time. In this case the
formula for δx(t) has a very simple form:

δx(t) =
∫ t

0
eτ−tτ

∗
∆xsl(τ) dτ. (70)

(2) One-dimensional Galerkin-type approximation: An-
other “scalar” approximation is given by projecting
(68) on)(t) = ∆xsl(t):

δx(t) = δ(t) ·)(t),
dδ(t)

dt
= 1+ δ 〈∆|D∆〉 − 〈∆|∆̇〉〈∆|∆〉 , (71)

where 〈|〉 is an appropriate scalar product, which can
depend on the pointxsl (for example, the entropic scalar
product),D = DxJ(x)|xsl(t) or the self-adjoint lineariza-
tion [17] of this operator, or some approximation of it,
∆̇ = d)(t)/dt.

The “hybrid” betweenEqs. (71)and(68)has the sim-
plest form (but is more difficult for computation than
Eq. (71)):

d(δx)

dt
= )(t)+ 〈∆|D∆〉〈∆|∆〉 δx. (72)

Here one uses the normalized matrix element〈∆|D∆〉/
〈∆|∆〉 instead of the linear operatorD = DxJ(x)|xsl(t).
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Both Eqs. (71)and(72) can be solved explicitly:

δ(t) =
∫ t

0
dτ exp

(∫ t

τ

k(θ)dθ

)
, (73)

δx(t) =
∫ t

0
)(τ)dτ exp

(∫ t

τ

k1(θ)dθ

)
, (74)

wherek(t) = 〈∆|D∆〉−〈∆|∆̇〉
〈∆|∆〉 , k1(t) = 〈∆|D∆〉

〈∆|∆〉 .
The projection of∆xsl(t) on the slow motion is zero,

hence, for post-processing analysis of the slow motion,
the one-dimensional model(71)should be supplemented
by one more iteration:

d(δxsl(t))

dt
= δ(t)Pxsl(t)(DxJ(xsl(t)))()(t)),

δxsl(t) =
∫ t

0
δ(τ)Pxsl(τ)(DxJ(xsl(τ)))()(τ))dτ, (75)

whereδ(t) is the solution of(71).
(3) For astatic post-processingone uses stationary points

of dynamicalEq. (68)or their simplified versions(69),
(71). Instead ofEq. (68)one gets

DxJ(x)|xsl(t)δx = −∆xsl(t) (76)

with one additional condition,Pxslδx = 0. This is ex-
actly the iteration equation of Newton’s method in solv-
ing the invariance equation.

The corresponding stationary problems for the model equa-
tions and for the projections of(68) on∆ are evident. We
only mention that in the projection on∆ one gets a step of
the relaxation method for the invariant manifold construc-
tion. For the static post-processing with frozen parameters
the “naive” estimation given by the invariance defect(67)
makes sense[14].

Serious problems for reduced description can arise if the
approximate invariant manifold is unstable in the sense that
after small perturbations the perturbed motion can go far
away. But what do these “small” and “far away” mean?
There are no elaborated notions of stability forapproximate
invariant manifolds. Nevertheless, there exist several exam-
ples of unstable quasiequilibrium exactly invariant mani-
folds: explosion of the Gaussian manifold for mean-field
dumbbell models in polymer dynamics[28] and simple
model examples of invariant Legendre manifolds[15].

Proposed post-processing procedures can give a valid im-
provement of reduced model on the approximate invariant
manifold if the stable invariant manifold in not far from
the initial anzatz manifold. (This situation can be inter-
preted as a soft instability.) On the other hand, a norm of a
post-processing correction can serve as a rough estimation
of a distance between the initial anzatz manifold and the
stable invariant manifold.

11. Example: dumbbell model, explosion of the
Gaussian anzatz and polymer stretching in flow

Here is an example of an application of the thermody-
namic projector method. In this example we consider the
following simplest one-dimensional kinetic equation for the
configuration distribution functionΨ(q, t), whereq is the
reduced vector connecting the beads of the dumbbell. This
equation is slightly different from the FPE considered above.
It is nonlinear, because of the dependence ofU on the mo-
mentM2[Ψ ] = ∫

q2Ψ(q)dq. This dependence allows us to
get the exact quasiequilibrium equations onM2, but these
equations are not solving the problem: this quasiequilibrium
manifold may become unstable when flow is present[28].
The model is:

∂tΨ = −∂q{α(t)qΨ} + 1
2∂

2
qΨ. (77)

Here

α(t) = κ(t)− 1
2f(M2(t)), (78)

κ(t) is the given time-independent velocity gradient,t is the
reduced time, and the function−fq is the reduced spring
force. The functionf may depend on the second moment
of the distribution functionM2 =

∫
q2Ψ(q, t)dq. In par-

ticular, the casef ≡ 1 corresponds to the linear Hookean
spring, while f = [1 − M2(t)/b]−1 corresponds to the
self-consistent finite-extension nonlinear elastic spring (the
FENE-P model, first introduced in[29]). The second mo-
mentM2 occurs in the FENE-P forcef as the result of the
pre-averaging approximation of the original FENE model
(with nonlinear spring forcef = [1 − q2/b]−1). Leading
to closed constitutive equations, the FENE-P model is fre-
quently used in simulations of complex rheological flows as
the reference for more sophisticated closures to the FENE
model[31–33]. The parameterb changes the characteristics
of the force law from Hookean at small extensions to a con-
fining force forq2 → b. The parameterb is roughly equal
to the number of monomer units represented by the dumb-
bell and should therefore be a large number. In the limit
b → ∞, the Hookean spring is recovered. Recently, it has
been demonstrated that the FENE-P model appears as a first
approximation within a systematic self-consistent expansion
of nonlinear forces[30,14].

Eq. (77)describes an ensemble of non-interacting dumb-
bells subject to a pseudo-elongational flow with fixed kine-
matics. As is well known, the Gaussian distribution function,

ΨG(M2) = 1√
2πM2

exp

[
− q2

2M2

]
, (79)

solvesEq. (77)provided the second momentM2 satisfies

dM2

dt
= 1+ 2α(t)M2. (80)

Solution(79) and(80) is the valid macroscopic description
if all other solutions ofEq. (77)are rapidly attracted to the
family of the Gaussian distributions(79). In other words
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[34], the special solution(79) and(80) is the macroscopic
description ifEq. (79)is the stable invariant manifold of the
kinetic Eq. (77). If not, then the Gaussian solution is just a
member of the family of solutions, andEq. (80)has no mean-
ing of the macroscopic equation. Thus, the complete answer
to the question of validity ofEq. (80)as the macroscopic
equation requires a study of dynamics in the neighborhood
of the manifoldEq. (79). Because of the simplicity of the
model (77), this is possible to a satisfactory level even for
M2-dependent spring forces.

In the paper[28] it was shown that there is a possibility
of “explosion” of the Gaussian manifold. The qualitative
description of the results of[28] is as follows: the distribution
function Ψ is stretched fast, but loses the Gaussian form,
and after that the Gaussian form recovers slowly with the
new value ofM2. For investigation of this effect the anzatz
for Ψ can be represented in the form:

ΨAn({σ, ς}, q) = 1

2σ
√

2π
(e−(q+ς)

2/2σ2 + e−(q−ς)
2/2σ2

).

(81)

Natural inner coordinates on this manifold areσ andς. Note,
that nowσ2 �= M2. The valueσ2 is a dispersion of one of
the Gaussian summands in(81),

M2(Ψ
An({σ, ς}, q)) = σ2+ ς2.

To build the thermodynamic projector on the manifold(81),
the thermodynamic Lyapunov function is necessary. It is
necessary to emphasize thatEq. (77)is nonlinear. For such
equations, the arbitrariness in the choice of the thermody-
namic Lyapunov function is much smaller. Nevertheless,
such a function exists. It is the free energy

F = U(M2[Ψ ])− TS[Ψ ], (82)

where

S[Ψ ] = −
∫
Ψ( ln Ψ − 1)dq,

U(M2[Ψ ]) is the potential energy in the mean field approx-
imation, andT is the temperature (further we assume that
T = 1). The thermodynamic properties of the mean-field
models in polymer physics are studied in the recent paper
[41]

Note, that Kullback-form entropySk = −
∫
Ψ ln(Ψ/Ψ∗)

also has the formSk = −F/T :

Ψ∗ = exp(−U), Sk[Ψ ] = −〈U〉 −
∫
Ψ ln Ψ dq.

If U(M2[Ψ ]) in the mean-field approximation is a convex
function ofM2, then the free energy(82) is a convex func-
tional too. For the FENE-P modelU = − ln[1−M2/b].

In accordance with the thermodynamics the vector of flow
of Ψ must be proportional to the gradient of the correspond-
ing chemical potentialµ:

J = −B(Ψ)∇qµ, (83)

whereµ = δF/δΨ , B ≥ 0. FromEq. (82)it follows that

µ = dU(M2)

dM2
q2+ ln Ψ,

J = −B(Ψ)
[
2

dU

dM2
q+ Ψ−1∇qΨ

]
. (84)

If we suppose thatB = (D/2)Ψ , then we get

J = −D
[

dU

dM2
qΨ + 1

2
∇qΨ

]
,

∂Ψ

∂t
= divqJ = DdU(M2)

dM2
∂q(qΨ)+ D

2
∂2qΨ. (85)

WhenD = 1 these equations coincide withEq. (77)in the
absence of flow (due toEq. (85)dF/dt ≤ 0).

Let us construct the thermodynamic projector with the
help of the thermodynamic Lyapunov functionF (82). The
corresponding entropic scalar product at the pointΨ has the
form

〈f |g〉 = d2U

dM2
2

∣∣∣∣∣
M2=M2[Ψ ]

·
∫
q2f(q)dq ·

∫
q2g(q)dq

+
∫
f(q)g(q)

Ψ(q)
dq. (86)

During the investigation of the anzatz(81)the scalar product
(86), constructed for the corresponding point of the Gaus-
sian manifold withM2 = σ2, will be used. It will let us
investigate the neighborhood of the Gaussian manifold (and
to get all the results in the analytical form):

〈f |g〉σ2 = d2U

dM2
2

∣∣∣∣∣
M2=σ2

·
∫
q2f(q)dq ·

∫
q2g(q)dq

+ σ
√

2π
∫

eq
22σ2
f(q)g(q)dq. (87)

Also we will need to know the functionalDF at the point
of the Gaussian manifold:

DFσ2(f) =
(

dU(M2)

dM2

∣∣∣∣
M2=σ2

− 1

2σ2

)∫
q2f(q)dq, (88)

(with the condition
∫
f(q)dq = 0). The point

dU(M2)

dM2

∣∣∣∣
M2=σ2

= 1

2σ2
,

corresponds to the equilibrium.
The tangent space to the manifold(81) is spanned by the

vectors
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fσ = ∂ΨAn

∂(σ2)
, fς = ∂ΨAn

∂(ς2)
,

fσ = 1

4σ3
√

2π

[
e−(q+ς)

22σ2 (q+ ς)2− σ2

σ2

+e−(q−ς)
22σ2 (q− ς)2− σ2

σ2

]
,

fς= 1

4σ2ς
√

2π

[
−e−(q+ς)

22σ2 q+ς
σ
+e−(q−ς)

22σ2 (q−ς)
σ

]
.

(89)

The Gaussian entropy (free energy) production in the direc-
tionsfσ andfς (88) has a very simple form:

DFσ2(fς) = DFσ2(fσ) = dU(M2)

dM2

∣∣∣∣
M2=σ2

− 1

2σ2
. (90)

The linear subspace kerDFσ2 in lin{fσ, fς} is spanned by
the vectorfς − fσ .

Let us have the given vector field dΨ/dt = Φ(Ψ) at the
point Ψ({σ, ς}). We need to build the projection ofΦ onto
the tangent spaceTσ,ς at the pointΨ({σ, ς}):
P th
σ,ς(Φ) = ϕσfσ + ϕςfς. (91)

This equation implies that the equations forσ2 andς2 will
have the forms

dσ2

dt
= ϕσ, dς2

dt
= ϕς. (92)

Projection(ϕσ, ϕς) can be found from the following two
equations:

ϕσ + ϕς =
∫
q2Φ(Ψ)(q)dq;

〈ϕσfσ + ϕςfς |fσ − fς〉σ2 = 〈Φ(Ψ)|fσ − fς〉σ2, (93)

where〈f |g〉σ2 = 〈Φ(Ψ)|fσ − fς〉σ2, (86). The first equa-
tion in (93) implies that the time derivative dM2/dt is the
same for the initial and the reduced equations. Due to the
formula for the dissipation of the free energy(88), this
equality is equivalent to the persistence of the dissipation
in the neighborhood of the Gaussian manifold. The second
equation in(93) means thatΦ is projected orthogonally on
kerDS

⋂
Tσ,ς . Let us use the orthogonality with respect to

the entropic scalar product(87). The solution ofEq. (93)
has the form

dσ2

dt
=ϕσ=〈Φ|fσ−fς〉σ2+M2(Φ)(〈fς |fς〉σ2−〈fσ |fς〉σ2)

〈fσ−fς |fσ−fς〉σ2
,

dς2

dt
=ϕς = −〈Φ|fσ−fς〉σ2+M2(Φ)(〈fσ |fσ〉σ2−〈fσ |fς〉σ2)

〈fσ−fς |fσ − fς〉σ2
,

(94)

whereΦ = Φ(Ψ), M2(Φ) =
∫
q2Φ(Ψ)dq.

It is easy to check that the formulas(94)are indeed defin-
ing the projector: iffσ (or fς) is substituted there instead
of the functionΦ, then we will getϕσ = 1, ϕς = 0 (or
ϕσ = 0, ϕς = 1, respectively). Let us substitute the right
part of the initial kineticEq. (77), calculated at the point
Ψ(q) = Ψ({σ, ς}, q) (seeEq. (81)) in Eq. (94)instead ofΦ.
We will get the closed system of equations onσ2, ς2 in the
neighborhood of the Gaussian manifold.

This system describes the dynamics of the distribution
functionΨ . The distribution function is represented as the
half-sum of two Gaussian distributions with the averages of
distribution±ς and mean-square deviationsσ. All integrals
in the right-hand-part ofEq. (94)are possible to calculate
analytically.

Basis(fσ, fς) is convenient to use everywhere, except the
points in the Gaussian manifold,ς = 0, because ifς → 0,
then

fσ − fς = O
(
ς2

σ2

)
→ 0.

To analyze the relaxation in the small neighborhood of the
Gaussian manifold it is more convenient to use another basis:

F+ = fσ + fς;F+ = σ
2

ς2
(fσ − fς).

This corresponds to a reparametrization of the initial mani-
fold (81):

Ψ({ξ, ς}, q)= 1

2
√

2π
√
ξ2− ς2

× (e−(q+ς)2/2(ξ2−ς2) + e−(q−ς)
2/2(ξ2−ς2)).

(95)

Let us analyze the stability of the Gaussian manifold to the
“dissociation” of the Gaussian peak in two peaks(81). To
do this, it is necessary to find the first non-zero term in the
Taylor expansion inς2 of the right-hand-side of the second
equation in the system(94). The denominator has the order
of ς4, the numerator has, as it is easy to see, the order not
less thanς6 (because the Gaussian manifold is invariant with
respect to the initial system).

Let us denoteGσ = 1√
2π

e−q2/σ2
. Then we get

Ψ({σ, ς}, q) = Gσ(q)
[
1+ 1

2

ς2

σ2

(
q2

σ2
− 1

)
+ 1

4

ς4

σ4

(
1

2
− q

2

σ2
+ 1

6

q4

σ4

)]
+ o

(
ς4

σ4

)
;

fσ = Gσ(q)
2σ2

[
q2

σ2
− 1+ ς

2

σ2

(
1

2

q4

σ4
− 3

q2

σ2
+ 3

2

)
+ ς

4

σ4

(
1

24

q6

σ6
− 15

24

q4

σ4
+ 15

8

q2

σ2
− 5

8

)]
+ o

(
ς4

σ4

)
;
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fς = Gσ(q)
2σ2

[
q2

σ2
− 1+ ς

2

σ2

(
1

6

q4

σ4
− q

2

σ2
+ 1

2

)
+ ς

4

σ4

(
1

120

q6

σ6
− 1

8

q4

σ4
+ 3

8

q2

σ2
− 1

8

)]
+ o

(
ς4

σ4

)
;

fσ − fς = ς
2

σ2

1

2σ2
Gσ(q)

[
1

3

q4

σ4
− 2

q2

σ2
+ 1+ ς

2

σ2

(
1

30

q6

σ6
− 1

2

q4

σ4
+ 3

2

q2

σ2
− 1

2

)]
+ o

(
ς4

σ4

)
.

Let us calculate∂tΨ = Φ(Ψ({σ, ς})) with the accuracy up
to ς4:

1
2∂

2
qΨ({σ, ς}) = fσ; M2(

1
2∂

2
qΨ({σ, ς})) = 1; M2(Ψ({σ, ς})) = σ2+ ς2;

−α∂q(qΨ({σ, ς})) = αGσ(q)
[
q2

σ2
− 1+ ς

2

σ2

(
1

2

q4

σ4
− 2

q2

σ2
+ 1

2

)
+ ς4

σ4

(
1

24

q6

σ6
− 11

24

q4

σ4
+ 7

8

q2

σ2
− 1

8

)]
+ o

(
ς4

σ4

)
;

M2(−α∂q(qΨ({σ, ς}))) = 2α(σ2+ ς2)+ o
(
ς4

σ4

)
.

The diffusion part gives the zero contribution to the numer-
ator ofEq. (94):

−〈fσ |fσ − fς〉 + 〈fσ |fσ − fς〉 = 0.

Therefore, to find dς/dt it is sufficient to useΦ1 =
−α∂q(qΨ), so we get

M2(Φ1(Ψ({σ, ς})))fσ −Φ1(Ψ({σ, ς}))
= αGσ(q)ς

4

σ4

(
1

3

q4

σ4
− 2

q2

σ2
+ 1

)
+ o

(
ς4

σ4

)

= 2ασ2ς
2

σ2
(fσ − fς)+ o

(
ς4

σ4

)
.

Thus

1

σ2

dς2

dt
= 2α

ς2

σ2
+ o

(
ς4

σ4

)
. (96)

So, if α > 0, thenς2 grows exponentially (ς ∼ eαt) and the
Gaussian manifold is unstable; ifα < 0, thenς2 decreases
exponentially and the Gaussian manifold is stable.

The form of the phase trajectories is shown qualitative in
Fig. 1

The exact analytical computation for nonlinear case(94)
leads to exactly the same result withouto(. . . ): dς2/dt =
2ας2, dσ2/dt = 1+ 2ασ2.

For the real FPE (for example, with the FENE potential)
the motion in the presence of flow can be represented as

Fig. 1. Phase trajectories for two-peak approximation, FENE-P model.
The vertical axis (ς = 0) corresponds to the Gaussian manifold. The
triangle withα(M2) > 0 is the domain of exponential instability.

the motion in the effective potential well̃U(q) = U(q) −
κq2. Different variants of the phase portrait for the FENE
potential are presented inFig. 2. Instability and dissociation
of the unimodal distribution functions (“peaks”) for the FPE
is the general effect when flow is present. The instability
occurs when the matrix∂2Ũ/∂qi∂qj starts to have negative
eigenvalues (̃U is the effective potential energy,̃U(q) =
U(q)−∑i,j κi,jqiqj).

The stationary polymodal distribution corresponds to the
persistence of several local minima of the functionŨ(q). The
multidimensional case is different from the one-dimensional
case because it has a huge amount of possible configura-
tions. All normal forms of the catastrophe of “birth of the
critical point” are well investigated and known[42]. Every
dissociation of the peak is connected with such a catastro-
phe. The number of new peaks is equal to the number of the
new local minima ofU.

It is not very difficult to perform the analysis ofEqs. (94)
for every quantity of peaks and every potential. Moreover,
for the polynomial potentials all the necessary integrals are
possible to calculate analytically (if the coefficients of the
scalar product and entropy production are taken in the Gaus-
sian point). The same situation also applies to the general
n-dimensional Gaussian distributions:

Gξ,Σ = Aexp


−1

2

∑
i,j

(Σ−1)ij (qi − ξi)(qj − ξj)

 , (97)

Fig. 2. Phase trajectories for two-peak approximation, FENE model: (a)
a stable equilibrium on the vertical axis, one stable peak and (b) a stable
equilibrium with ς > 0, stable two-peak configuration.
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whereΣ is the covariance matrix,ξi = 〈qi〉 is the expectation
of qi. The normalization constantA is

A = ((2π)ndetΣ)1/2. (98)

Here in the equation for the effective energy we have the
symmetric part of the tensorκij = ∂2U/∂qi∂qj. The presence
of the asymmetric part may lead to the relaxation oscillations
(both for the FPE and for the peak dynamics).

For the modeling of dynamics of the multimodal distri-
butions for FPE with the presence of the flow (the flow may
be nonstationary) it seems to be useful to use the physically
clear modeling of the distribution function as a sum of the
finite number of the Gaussian peaks. Thermodynamic pro-
jector gives us an opportunity to make this models thermo-
dynamically consistent.

12. The thermodynamic projector and post-processing
for Gaussian manifolds

Multidimensional Gaussian distributions(97)form a man-
ifold of distribution functions. It is natural to use this man-
ifold as a first (and simplest) anzatz for model reduction.
More complicated approximations for distribution functions
should be considered, if this Gaussian anzatz is insufficient
for modeling, for example, for systems with instabilities.

For the FPE with polynomial potentialU(q) the thermo-
dynamic projector and some of post-processing procedures
for the Gaussian anzatz do not require numerical calculation
of multidimensional integrals mentioned inSection 9. These
integrals can be calculated analytically: for any dimensionn

and any polynomialP(q) the integral
∫
P(q)Gξ,Σ(q)dnq can

be calculated by using the bosonic Wick formula[44,45]:
letX1, . . . , Xm be random variables and have a joint Gaus-
sian distribution; then the mathematical expectation of the
product ofXi is

E

(
m∏
i=1

Xi

)
= 0, if m is odd;E

(
m∏
i=1

Xi

)

=
∑
I,J

ci1j1ci2j2, . . . , cikjk , (99)

if m = 2k, where the sum runs over all partition of
{1,2, . . . ,2k} = I

⋃
J , I = {ir}k1, J = {jr}k1, such that

i1 < · · · < ik, j1 < · · · < jk and for eachr ir < jr
Let us describe the thermodynamic projector and

one-dimensional post-processing for multidimensional
Gaussian anzatz. The Gaussian distribution(97) is the
solution for optimization problem:

S0(Ψ)→ max, mi(Ψ) = ξi, σij (Ψ) = Σij , (100)

wheremi(Ψ) =
∫
qiΨ(q)dnq, σij (Ψ) =

∫
(qi − ξi)(qj −

ξj)Ψ(q)dnq. The entropyS0 here is the classical Boltzmann
entropy: S0 =

∫
Ψ(q)( ln Ψ(q) − 1)dnq. This entropy is

not a Lyapunov function for the FPE. The corresponding
Lyapunov function is Kullback-form entropy

S =−
∫
Ψ(q)

(
ln

(
Ψ(q)

Ψ∗(q)

)
− 1

)
dnq

= S0−
∫
U(q)Ψ(q)dnq. (101)

It has the formS = −F , whereF is the free energy. (The
temperatureT is normalized to 1.) The second differential
for the classical entropy(100) and for the Kullback-form
entropy(101) is the same, hence, the entropic scalar prod-
uct is also the same:〈f(q)|g(q)〉Ψ =

∫
f(q)g(q)/Ψ(q)dnq.

Therefore the orthogonal projector onto the tangent space to
the Gaussian manifold can be written through moment pa-
rameterization, in the same way as for a quasiequilibrium
manifold:

P⊥(J(q))=
∑
i

∂Gξ,Σ

∂ξi
mi(J(q))+

∑
ij

∂Gξ,Σ

∂Σij
m2

ij (J(q))

− ξimj(J(q))− ξjmi(J(q)), (102)

wheremi(J(q)) =
∫
qiJ(q)dnq, m2

ij (J(q)) =
∫
qiqjJ(q)dnq.

This formula for orthogonal projection ofJ (102) fol-
lows from usual chain rule and from moment equations: if
Ψ̇ = J , thenξ̇ = m(J) andΣ̇ij = m2

ij (J(q))− ξimj(J(q))−
ξjmi(J(q)).

The gradients ofS(Ψ) (100)andS0(Ψ) (101)with respect
to the entropic scalar product in pointΨ are:

gradS0=−Ψ(q)
(

ln(Ψ(q))−
∫
Ψ(q′) ln(Ψ(q′))dnq′

)
,

gradS = gradS0− Ψ(q)
(
U(q)−

∫
Ψ(q′)U(q′)dnq′

)
.

(103)

Integrals in right-hand-parts ofEqs. (103)provide conditions
of zero means:∫

gradS0(q)d
nq =

∫
gradS(q)dnq = 0.

These conditions are necessary, because functionalsDS0,DS
act on differences of distribution functions that have zero
mean values. The gradient gradS0 is tangent to the Gaussian
manifold at the pointΨ , because this manifold is quasiequi-
librium with respect to the entropyS0. Let us use the or-
thogonal projector(102) to split gradS (103) onto tangent
and orthogonal components:

gradS = gradS‖ + gradS⊥ = (1− P⊥)gradS + P⊥gradS.

The thermodynamic projectorP th has the form

P thJ = P⊥J + gradS‖

〈gradS‖|gradS‖〉 〈gradS⊥|J〉. (104)

It is important to mention that the second term of the ther-
modynamic projector(104) becomes singular if gradS‖ =
0. These points are the stationary points of the entropyS
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on the Gaussian manifold. These singularities provide the
preservation of entropy production near these points. The
singularity of projection has a transparent physical sense.
The relaxation along the Gaussian manifold to the pointΨ∗G
of entropy maximum on this manifold is not complete, be-
cause this point is not the equilibrium. This motion should
be rated as a step of relaxation, and after it was completed,
the next step should start. In this sense it is obvious that the
motion to the pointΨ∗G along the anzatz manifold should
take the finite time. The results of this step-by-step relax-
ation can represent the whole process (with smoothing[46],
or without it [47]). The experience of such step-by-step com-
puting of relaxation trajectories in the initial layer prob-
lem for the Boltzmann kinetics demonstrated it’s efficiency
[46,47].

Let us project the right-hand-part of the FPE(34) onto
the tangent space to the Gaussian manifold. For polyno-
mial potentials both the projection and the invariance de-
fect∆ can be calculated analytically. For one-dimensional
post-processing procedure(71)one needs the matrix element
〈∆|D∆〉 and the scalar products〈∆|∆̇〉, 〈∆|∆〉. HereD is
the linear operator of FPE. Calculation of all these scalar
products does not need the numerical integration in multi-
dimensional space. The same is truth also for a supplemen-
tary operation(75). So, the thermodynamic projection of
the FPE with polynomial potential onto the Gaussian man-
ifold and one-dimensional postprocessing of solutions for
this projected equation can be performed using the bosonic
Wick formula without numerical integration into the config-
uration space.

13. Conclusion

In this work we presented a toolbox for the develop-
ment and reduction of dynamical models of nonequilibrium
systems with the persistence of the correct dissipation.
The basic notions of this toolbox are entropy, quasiequi-
librium (MaxEnt) distribution, dual variables, and the
thermodynamic projector. The main technical ideas are:
Legendre integrators, dynamical post-processing, and the
transformation of almost any arbitrary anzatz into a ther-
modynamically consistent model via the thermodynamic
projector.

The Legendre integrators are based on a simple, but very
useful idea: to write and solve dynamic equations for dual
variables. This idea is efficient, because to obtain the dy-
namic equations for dual variables it is necessary to solve
linear equations. To get the usual quasiequilibrium dynam-
ical equations for the moments, we should solve nonlinear
(transcendent) equations. Sometimes it happens that these
equations can be written down in explicit form (Vlasov equa-
tion, Euler equation, 10moments Gaussian approximation in
gas kinetics[6,43]), but usually these equations remain in
implicit form with right-hand-sides derived by a system of
transcendent equations.

The post-processing is necessary for accuracy estimation.
It gives us the cheapest way to improve the solution obtained
by the Legendre integrators.

The thermodynamic projector allows one to transform al-
most any arbitrary anzatz into a physically consistent dy-
namic model with persistence of dissipation. The simplest
example, discussed in details, is the two peaks model for
Gaussian manifold instability in polymer dynamics. This
type of models opens a way to create the computational
models for the “molecular individualism”[48–50].

The simplest model of molecular individualism is the
“Gaussian parallelepiped”. The distribution function is rep-
resented as a sum of 2m Gaussian peaks located at the ver-
tices of a centrally symmetrical parallelepiped:

Ψ(q)= 1/2m(2π)n/2
√

detΣ
∑

εi=±1, (i=1,... ,m)

×exp

(
−1

2

(
Σ−1

(
q+

m∑
i=1

εiςi

)
, q+

m∑
i=1

εiςi

))
,

wheren is the dimension of configuration space, 2ςi is the
vector of theith edge of the parallelepiped, andΣ is the one
peak covariance matrix (in this modelΣ is the same for all
peaks). The macroscopic variables for this model are:

(1) The covariance matrixΣ.
(2) The set of vectorsςi (or the parallelepiped edges).

The dimension isn(n+ 1)/2+mn.
The numberm(m ≤ n) is the estimated number of

nonstable directions of motion (dimension of instability).
To include the non-Gaussian equilibrium the “Gaussian
parallelepiped” should be deformed to non-Gaussian “peaks
parallelepiped”. Technical details will be discussed in the
separate paper. The structure of “peaks parallelepiped” leads
to the molecular individualism in such a way: each individ-
ual molecule belongs to a domain of a peak in configuration
space. The number of these peaks grows significantly with
the dimension of instability, as 2m, and even ifm = 3, then
the number of peaks is 8, and one should discover 8 dis-
tinguished sorts of molecular configurations. On the other
hand, in projection on a line this amount of peaks can form
a distribution without a clue about peak structure, hence,
the study of properties of ensembles (viscosity, stress coef-
ficient, etc.) can be without any hint to a cluster structure
in configuration space.
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